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Preface

This manual describes the EMC ControlCenter " Navisphere®
Command Line Interface (CLI) commands.

You should read this manual if you are responsible for installing
and/or configuring the Navisphere Agent or CLI on a host. This
manual assumes that you are familiar with the operating system
running on the servers you will manage.

Before you can configure a storage system, you must understand
storage system’s components and configurations.

For introductory information, refer to the appropriate configuration
planning guide for your storage system.

How This Manual Is Organized
This manual contains five chapters, as follows.
Chapter 1  Introduces Navisphere and the CLL

Chapter 2 Explains the basic CLI commands; that is, those that are
not specifically designed to manage optional features.

Chapter 3  Explains the Storage Group CLI commands for
managing using the optional Access Logix™ feature.

Appendix A Lists the error codes you might receive from CLI
commands.

CLI commands for the EMC MirrorView™ software are explained in the
MirrorView CLI manual and CLI commands for EMC SnapView™ (for both
snapshots and LUN clones) are explained in the SnapView admsnap and CLI
manual.
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Other Navisphere Documents

Format Conventions

EMC ControlCenter Navisphere Manager Version 6.X Administrator’s
Guide (P/N 069001125)

EMC MirrorView Command Line Interface (CLI) Administrator’s Guide
(P/N 069001184)

EMC SnapView admsnap and Command Line Interface (CLI)
Administrator’s Guide (P/N 069001181)

We use the following format conventions in this manual:

Convention

This type

This type
This type or

This type
[

X =Y

Meaning

Indicates text (including punctuation) that you type
verbatim, all commands, pathnames, and filenames,
and directory names.

Represents a variable; an item for which you
substitute a valid value.

Represents a system response (such as a message or
prompt), a file or program listing.

Encloses optional entries. Do not type the brackets.

Represents a menu path. For example,

Change Parameters —Change Storage System
Parameters tells you to select the Change Parameters
item from the menu that appears, and then select the
Change Storage System Parameters item from the
next menu that appears.

Separates alternative parameter values; for example
LUN-name | LUN-number means you can use either
the LUN-name or the LUN-number.

Represents the Enter key. (On some keyboards this
key is called Return or New Line.)
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Where to Get Help  For questions about technical support and service, contact your
service provider.

If you have a valid EMC service contract, contact EMC Customer
Service at:

United States: (800) 782-4362 (SVC-4EMC)
Canada: (800) 543-4782 (543-4SVC)
Worldwide: (508) 497-7901

Follow the voice menu prompts to open a service call, then select
CLARIiiON Product Support.

Sales and Customer Service Contacts
For the list of EMC sales locations, please access the EMC home page
at:

http://www.emc.com/contact/

For additional information on the EMC products and services
available to customers and partners, refer to the EMC Powerlink Web
site at:

http://powerlink.emc.com

and ask for Customer Service.

Your Comments  Your suggestions will help us continue to improve the accuracy,
organization, and overall quality of the user publications. Please
e-mail us at techpub_comments@emc.com to let us know your
opinion or any errors concerning this manual.
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]
About EMC

ControlCenter
Navisphere CLI

This chapter describes the EMC ControlCenter™ Navisphere®
storage-system management configurations and architecture. Major
topics are

& Terminology ....ccccoeiiiieiiiiiriciscccr e 1-2
+ About Navisphere Management Software...........ccooceeecurinccnnee 1-4
# Storage-System Architecture with the CLI........cccooiiiinne. 1-6
# Storage-System Configuration and Management with the CLI1-10

EMC ControlCenter Navisphere CLI supports both shared and unshared
storage systems. A shared storage system has the Access Logix™ option; an
unshared storage system does not have it. Only certain storage systems
support the Access Logix option.

About EMC ControlCenter Navisphere CLI
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Terminology

Term Meaning
Agent EMC Navisphere Agent that runs on a server; see also Host Agent.
ATF EMC Navisphere Application Transparent Failover software.

C-series storage system

1000, C1900, C2x00, or C3000 series storage system.

CX-Series or FC4700-Series
storage system

CX-Series and FC4700-Series storage system only.

CDE EMC CLARIiON® Driver Extensions failover software.
CLI EMC Navisphere Command Line Interface.
domain In the context of Navisphere 6.X, a group of storage systems and/or portal servers

that you can manage from a single management application session. You can divide
the storage systems into multiple domains as long as each storage system or portal
is in only one domain.

Event Monitor

EMC Navisphere Event Monitor.

FC-Series storage system

FC4700-2, FC4700, FC4400/4500, FC5600/5700, FC5400/5500, FC5200/5300, or
FC5000 storage system.

JBOD storage system Storage system without storage processors (SPs); that is, one that contains only
DAEs and no DPEs.
Host Agent EMC Navisphere Agent that runs on a storage-system server.

managed Agent

Host Agent or SP Agent managed by EMC Navisphere management software.

managed storage system

Storage system managed by EMC Navisphere management software.

Manager

EMC Navisphere Manager.

non-RAID Group storage
system

Storage system whose SPs are running Core or Base Software that does not have
the RAID Group feature.

Pre-FC4700-series storage
system

Class of storage system whose SPs do not have a network management connection:
FC4500, FC5300, FC5500, and FC5700 storage systems..

Portal A server or storage system through which you manage one or more storage systems
using Navisphere 6.X. Generally the managed systems are legacy systems such as
FC4500s and FC5300s.

Powerpath EMC Powerpath failover software.
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Term Meaning

RAID Group storage system | Storage system whose storage processors (SPs) are running Core or Base Software
that has the RAID Group feature.

shared storage system Storage system with the EMC Access Logix™ option, which provides data access
control (Storage Groups). A shared storage system is always a RAID Group storage
system.

SP Agent EMC Navisphere Agent that runs on the SPs in an CX-Series or FC4700-Series

storage system.

Storage Management Server | Software that runs in a storage system or portal server and lets a person manage it
software over a network.

unshared storage system Storage system without the EMC Access Logix option.

Terminology 1-3
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About Navisphere Management Software

Navisphere storage-management software includes Navisphere
Manager and the Navisphere CLI. You can use Manager and/or the
CLI to configure the storage systems connected to the servers on the
LAN.

The architecture of the Navisphere version 6.X Manager and CLI
differ radically, as follows:

*

Manager 6.X is a web-based product that communicates with
software called the Storage Management Server software that
runs in SPs and servers. The SPs and servers are grouped in
entities called storage domains. To manage storage systems in a
domain, you must have a user account in the domain and log in
to a storage system within the domain.

CLI 6.X is a host-based product that communicates with Agent
software running on an SP or server. The CLI does not recognize
domains or Storage Management Server software and you need
not log in to a domain (only into a server) to manage storage
systems using CLI commands.

The tradeoffs between Manager and the CLI are as follows

Manager CLI

Uses a graphical user interface (GUI) with
on-line, context-sensitive Help

Uses a command line interface with a
single help file through which you find the
topic you want

Is web-based, and sees storage systems
according to their storage domains;
requires a user account and login

Is host based and lets you issue
commands to any connected Host Agent
or SP

Requires user interaction

Uses command lines that you can type
interactively or write into a shell script for
automated operations

With the CLI, as with Manager, you can configure, control, and
retrieve status from any managed storage system on the LAN. You
can also use the CLI to automate disk-storage management functions
by writing shell scripts or batch files.

EMC ControlCenter Navisphere Command Line Interface (CLI) Veersion 6.X Reference



About EMC ControlCenter Navisphere CLI

Storage falls into two categories, shared and unshared. A shared
storage system is one that uses Core or Base Software with the Access
Logix option (usually with switches); an unshared storage system is
one that uses Core or Base Software without Access Logix.

The following figure shows the CLI management structure for shared
storage systems connected to servers with Fibre Channel switches.
The CLI on each server can manage the stroage systems of any server
whose Host Agent configuration file contains the user’s username
and hostname.

The Manager 6.X architecture is not the same as the CLI architecture shown
in these figures.

I

| Windows Server Windows Server UNIX Server UNIX Server NetWare Server
|

. Windows, Windows, UNIX, UNIX, NetWare,

! Host Agent, Host Agent, Host Agent, Host Agent, Host Agent,

|| Failover Software,| | Failover Software| |Failover Software,| |Failover Software,| | Failover Software,
| CLI CLI CLI CLl CLI

| =

|

"SPA || SPB
SP Agent|| SP Agent SP A SPB

J0000 00000 J0000 00000
00000 00000 00000 00000
J0000 00000 J0000 00000

Managed shared CX-Series or Managed Shared
FC4700-Series Storage System pre-FC4700 Storage System

Legend
-— - — Network management connection (CX-series and FC4700 only)
First data path - ---- Second data path

Figure 1-1  Sample CLI Storage Management Structure with Shared CX-Series or
FC4700-Series Storage Systems

About Navisphere Management Software m



About EMC ControlCenter Navisphere CLI

LAN

The following figure shows servers connected directly to their
storage systems.

Windows Server

Windows, Agent,
CLI

(%))
0
>
[©))
o
(o3}

I00nnnoan
OO0Onooo0

Managed Unshared
Storage System

T
Windows Server

Figure 1-2

UNIX Server
WlndovgllAgent, UNIX _Server UNIX, Agent, NetWare Server
UNIX, Agent, cul NetWare. Agent
CLI e al’?;,l_I gent,
sPA|sPB
| | SPA|SPB
I[”]DDD DDDD[! Srs; ATé'; 5 =5 SPA|sPB
[ — o —
1000000000 E% | —— e
; ' — O —

O [ — [ —
===
W =28 =22 B2
M d Unshared [

%Tgf’aze sr;sstsrr: % % Managed Unshared % %

Managed Unshared
Storage Systems

Storage System

Storage-System Architecture with the CLI

The Navisphere CLI software communicates with the Agent running

Managed Unshared
Storage System

Sample Management Environment with Unshared Storage Systems

on servers on the network. TCP/IP must be loaded and configured
on both host and client.
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In a shared storage-system environment, the server CLI
communicates with the server Host Agent, which communicates
with server failover software (such as PowerPath™ or ATF), which in
turn communicates with the storage-system SP Core or Base
Software.

With CX-Series or FC4700-Series storage systems, management
commands move over a separate network connection to perform
management functions. There is a Host Agent on the server and an SP
Agent in each SP.

Figure 1-3 shows the architecture for shared CX-Series or
FC4700-Series storage system. Figure 1-4 shows the architecture for
an FC4500 storage systems.

Server with
CLI

TCP/IP Network (LAN) $

Network
Management
Connection

Navisphere

I I

I I
Server : '
I Host Agent I
I I
I I
I I
I |

Failover
Software

FC Connectionl !
fe Y VY _

I'| Navisphere SP

I Agent
Storage System | ¢

[

[

[

Base Software
with
Access Logix

L .

Figure 1-3  Architectural Components of a Shared Storage-System Environment
with CX-Series or FC4700-Series Storage Systems Managed by the CLI

Storage-System Architecture with the CLI 1-7



About EMC ControlCenter Navisphere CLI

Server with CLI

A
LAN 7
Y
r— — — — — — 7 -1
| CLI v |
Server : Navisphere :
| Host Agent :
I Failover I
' Software '
I I

FC Connection

| |
Storage System | Core Software | |
with Fiber Channel | | With Access | |
Interface | Logix :

|

Figure 1-4  Architectural Components of a Shared Storage-System Environment
with FC4500 Storage Systems Managed by the CLI

In an unshared storage-system environment, the server CLI
communicates with the server Agent, which communicates with any
server failover software, which in turn communicates with the
storage-system SP Core Software. If failover software is not installed,
the Agent communicates directly with Core Software.

Figure 1-5 shows the architecture for an unshared storage system.
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Server with CLI

LAN

e e 1

I
I
Server | | : |
| |Navisphere Agent|: | Iﬁawsphere Agent :
SCSI IFC-AL SCsl IFC-AL
r— - —-——=-=-=-=-=-- r—— = e _|
Storage system | Core : | Core |
U | |
with Ilzlbre Channel | Software | SCSl Interface | Software [
nterface . | |

Figure 1-5  Architectural Components of an Unshared Storage-System
Environment Managed by the CLI

What Next?  Continue to the next section to learn how to configure storage

systems using the CLI.

storage-System Architecture with the CLI ||
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Storage-System Configuration and Management with the CLI

How you configure or manage storage systems with the CLI depends
on whether the storage systems are shared or unshared.

While you are configuring or reconfiguring a pre-FC4700 storage system that
is connected to multiple servers, you should manage the storage system
using only one of the Host Agents. Managing the storage system using
multiple Host Agents, in this situation, might result in a configuration
command being sent through one Host Agent before a command sent
through another Host Agent is completed. Such overlapping of commands
may lead to performance degradation and even unpredictable results.

Shared Storage-System Configuration and Management

Before you can configure or manage shared storage systems with the
CLI, you need to set up the Navisphere environment.

Until you enable data access control for a shared storage system, any server
connected to it can write to any LUN on it. To ensure that servers do not write
to LUNSs that do not belong to them, the procedures below assume that either
just one server is physically connected to the shared storage system or that
just one server has been powered up since the servers were connected to the
storage system. You will use this server (called the configuration server) to
configure the storage system.

To Set Up for Management

1. Install the CLI on the host you want to manage, as explained in
the Agent/CLI installation guide.

2. (Optional) Install 6.X Navisphere Manager and Storage
Management Server software on storage systems that you will
manage. Manager 6.X has a different architecture from the CLI, as
explained on page 1-4. For more convenience with certain
operations, you should install Navisphere Manager.

To Install Optional Software on an CX-Series or FC4700-Series Storage System

Install SnapView " and/or MirrorView " software on the CX-Series
or FC4700-Series storage system, as explained in the pertinent
software manual.
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To Set Up the Host or SP Agent

To Configure a Storage System with the CLI

What Nexi?

About EMC ControlCenter Navisphere CLI

The Agent you set up depends on the storage-system type:

For an CX-Series or FC4700-Series storage system - Configure the SP
Agent on each SP in the storage system, explained in the Manager
Administrator’s Guide.

For a pre-FC4700 storage system - Configure the Host Agent on the
server (Agent/CLI Installation Guide or Server Setup manual).

For an unshared storage overview, see the section Storage Setup and
Management Overview on page 2-10.

For a shared storage overview, see the section Shared Storage Setup and
Management Overview on page 3-2.

Continue to the chapter listed below for the type of commands you
want:
Basic, unshared storage Chapter 2

Storage Group, shared storage  Chapter 3
(Access Logix)

Storage-System Configuration and Management with the CLI m
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2

Basic Commands

This chapter explains the EMC ControlCenter Navisphere CLI
command navicli and each of its basic variations; that is, the CLI
commands that are common to all midrange disk-array storage
systems. Command variations for Storage Groups (Access Logix™
option) are explained in the following chapter.

CLI commands for the EMC MirrorView™ software are explained in the
MirrorView CLI manual and CLI commands for EMC SnapView™ (for both
snapshots and LUN clones) are explained in the SnapView admsnap and CLI
manual, P/N 069001181.

The basic CLI command variations are also documented in the mancli.txt file.

Major topics are

o About CLI Commands.......ccceuvurmriiiireriiniiniiieeceesecnnee, 2-4
¢ LUN IDs, Unique IDs, and Disk IDs.........cccccoeeeiiiiniinciinccnee. 2-5
# Storage Setup and Management OVerview ..........cccccoeceeeenennce. 2-10
@ NAVICH. i 2-12
+ alpa -get (CX-Series/FC4700-Series only) .......cccccovevueeeencnircrennnce 2-20
+ alpa -set (CX-Series/FC4700-Series only)......c.cccoceuververencrirenennnce 2-21
& arrayCcommpath ......cooveiiiiiii e 2-23
L 5 =) g -1 o (T OO OO OO 2-25
@ DASEUUI ..o 2-26
¢ bind (NON-RAID GIOUP)....correriirireririirrereeeeee e 2-35
@ ChglUN (s 2-44
@ ChglUN (s 2-44
o chgrg (RAID GIOUP) .ccoveuveveeirerricecerererereeeeee e 2-50

Basic Commands m
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ClEATLOE ... 2-53
ClearSTALS .....evviiiiiccc e 2-54
CONVEItEMIOE ..o 2-55
failback (pre-FC4700 storage systems only).........cccccoeeucueueucunnnee 2-59
failoVermode.......ccoeucuiiiiiiiiciiiecccc e 2-60
FITMIWATE ..o 2-62
flaShleds. ....c.oueuiieiiieiciccccce e 2-65
getagent ... 2-66
Zetall. oo e 2-70
getarrayuid (CX-Series or FC4700-Series Only) ........cccccevvueunene 2-87
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GESTULET ..o 2-132
BOESP coviiiiie e 2-134
getsptime (CX-Series or FC4700-Series only)........c.cocevevvveeennee. 2-136
initializearray -createpsm (FC4700-Series only)........c.cccccccueeee. 2-137
initializearray -list (FC4700-Series only)........ccccccoevvcuccvcucucnnes 2-139
inserttestevent ... 2-140
LUNMAPINTO ..o 2-141
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About CLI Commands

You run EMC Navisphere CLI from a command window. Each
command consists of the navicli command (and switches) together
with another subcommand (and its switches). The navicli command
does nothing when executed by itself. However, when you use it in
combination with the other commands described in this manual, you
can configure and manage any storage system supported by
Navisphere CLI version 6.X.

If a CLI command fails and the CLI does not generate its own error
message, it displays an error message generated by the Host Agent or
SP Agent. The CLI generates errors about command line syntax for
commands and options and their values. CLI error codes appear in
Appendix A.

Commands in this chapter support both RAID Group and non-RAID
Group storage systems (unless the command description indicates
exclusive use with one or the other). The number of possible LUN IDs
differs. For RAID Group storage systems, the number is 1,024
(CX-Series) or 223 (other types of storage system). For non-RAID
Group storage systems, the number is 32 (0-31). These ranges may
have other restrictions depending on the operating system.

If you are familiar with the Navisphere CLI, particularly environment
variables (or command line options) like -h (host) and -d (device), note that in
CX-Series or FC4700-Series storage systems, the variable -d (device name)
option is not required. This is true because in a CX-Series or FC4700-Series
storage system, each SP is a host, addressable by hostname (-h switch), not a
device (-d switch).

For consistency with previous CLI versions, the CLI accepts the -d switch for
CX-Series or FC4700-Series storage systems, although it has no effect.

EMC ControlCenter Navisphere Command Line Interface (CLI) Veersion 6.X Reference



Basic Commands

LUN IDs, Unique IDs, and Disk IDs

In Navisphere, the term LUN ID or LUN number means the unique
integer assigned to the LUN when it is bound. When you bind a
LUN, you can select the ID/number. If you do not specify one, the
default for the first LUN bound is 0, the second 1, the third 2, and so
on. The maximum number of LUNs supported (and thus the valid
range of LUN IDs) depends on storage system and operating system.
See the EMC Support Matrix on the Powerlink web site for the
number of LUNs supported with your configuration.

The term unique ID applies to storage systems, SPs, HBAs, and switch
ports. It means the World Wide Name (WWN) or World Wide Port
Name (WWPN) a number designed to be unique in the world.

Storage systems have 16-byte unique IDs; SPs, HBAs, LUNs, and
switch ports have 32-byte unique IDs. In storage systems that use
Storage Groups, the Access Logix™ software assigns the unique IDs.
Generally, unique IDs are transparent to users, but sometimes you
need to specify them in commands. You can discover the unique IDs
by entering the appropriate CLI list or get list command for the
operation you want to perform.

Disk IDs depend on the kind of storage system.

¢ For SCSI systems, the disk IDs are composed of a letter that
indicates the internal bus number and the number of the disk on
the bus. For example, the IDs of the disks on the first internal bus,
bus A, are A0, A1, A2, A3, and A4.

+ For all Fibre Channel storage systems except CX-Series or
FC4700-Series, the disk IDs are composed of the enclosure
number (the DPE is always 0) and the disk position, 0 (left)
through 9 (right); that is,

enclosure-number disk-number

The IDs of the disks in CX-Series enclosure DAE2 0 are 0, 1,2, 3, 4,
5,6,7,8,9,10,11, 12,13, and 14 and in enclosure DAE2 1 they are
015, 016, 017, 018, 019, 020, 021, 022, 023, 024, 025, 026, 027, 028,
and 029. For an FC4700, the IDs in enclosure 0 (DPE) 0 are 0, 1, 2,
3,4,5,6,7,8,and 9 and enclosure 1 (DAE) they are 10, 11, 12, 13,
14,15, 16,17, 18, and 19.

& CX-Series or FC4700-Series storage systems have two back-end
buses, and thus need a bus designator before the enclosure and
disk designator.

LUN 1Ds, Unique IDs, and Disk s ||
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Disk IDs

CX600 and CX400

bus-number enclosure number disk-number (b e d for short)

For example, disk ID 000 (or 0_0_0) indicates the first bus or loop,
first enclosure, and first disk, and disk ID 100 (1_0_0) indicates
the second bus or loop, first enclosure, and first disk.

The following sections show the Disk IDs of different storage system
models: CX600 (limit 240 disks), CX400 (limit 60 disks), FC4700 (limit
120 disks), and pre-FC4700 (limit for rackmount version 100 disks).

The following figures show the disk IDs of CX600 and CX400 storage

Disk IDs  systems.
A CX600 storage system has an SPE (system processor enclosure that
holds the SPs) and nine DAE2s (2-Gbit disk array enclosure).
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Figure 2-1  CX600 Disk IDs
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The following figure shows the CX400 storage system, with a DPE2
(2-Gbit disk-array processor enclosure), with 15 disks and three
DAE2s for a total of 60 disks.
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IDsasn_n_n.

Figure 2-2  CX400 Disk IDs

FC4700-Series Disk The following figure shows the disk IDs of an FC4700-Series storage

IDs system that has one DPE (with the FC4700 SPs) and nine DAEs. The
actual DAE enclosure numbers depend on the front-panel setting;
those shown are typical. For cabling convenience, the enclosure
numbers on each bus must ascend from the bottom of the cabinet
toward the top. You can omit leading zeroes from disk IDs.
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Figure 2-3  FC4700 Disk IDs
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Pre-FC4700-Series The following figure shows the disk IDs of a pre-FC4700 storage

Disk IDs system that has one DPE (with the SPs) and two DAEs (deskside) or
four DAEs (rackmount). The actual DAE enclosure numbers depend
on the front-panel setting; those shown are typical. For cabling
convenience, the enclosure numbers on each bus must ascend from
the bottom of the cabinet toward the top. You can omit leading zeroes
from disk IDs.

Deskside Rackmount

40 [ 414243 |44 |45 [46 |47 [48]49

00 10 20 DAE
1
01 1 21 30| 31|32(33 |34 |35 36 |37 (38|39
02 12 22 DAE
|
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04 14 24 DAE
DPE | DAE | DAE | |
05 15 25
10 [ 11 [12]13 |14 |15 [16 [ 17[18] 19 .
06 16 26 Manager showa disk IDs
DAE as n-n
07 17 27 , E
08 18 28 00 |01 |02 |03 |04 |05 |06|07[08]|09| |The CLI recognizes disk
09 19 29 DPE IDs as n_n.
|

Figure 2-4  Pre-FC4700 Disk IDs
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Storage Setup and Management Overview

This section shows how you might configure and monitor a storage
system using CLI commands. It shows commands with UNIX®
device names. The Windows device names would be drive letters.
The storage system is a CX-Series or FC4700-Series-type system, in
which each SP is a host. With unshared storage, the server connects
directly (not through a switch) to the storage system. For an overview
showing shared storage (switches), see Chapter 3.

1.

Create four RAID Groups.

navicli -h ssl_spa createrg 0 0.0_0 0_.0_1
002 003 004.

Creates RAID Group 0 from disks 0 through 4 in the DPE
enclosure. A new RAID Group has no RAID type until it is
bound.

navicli -h ssl spa createrg 1 005 0.0_6.

Creates RAID Group 1 from disks 5 and 6 in the DPE enclosure.
navicli -h ssl_spa createrg 2 0.0_7 0.0_8.

Creates RAID Group 2 from disks 7 and 8 in the DPE enclosure.
navicli -h ssl_spa createrg 2 0.0_7 0.0_8 .

Creates RAID Group 2 from disks 7 and 8 in the DPE enclosure.
navicli -h ssl_spa createrg 3 0.0_9

Creates RAID Group 3 from disk 9 in the DPE enclosure.

Bind a LUN on each RAID Group.

navicli -h ssl spa bind r5 0 -rg 0.

This command binds a LUN of type RAID 5 with LUN ID 0 on
RAID Group 0. The LUN occupies all space on RAID Group 0,
since the bind command did not include the -cap switch. By
default, read and write caching are enabled on the new LUN.

navicli -h ssl spa bind 1 1 -rg 1.

Binds a LUN of type RAID 1 (mirrored pair) with LUN ID 1 on
RAID Group 1. The LUN occupies all space on RAID Group 1 and
caching is enabled by default.
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navicli -h ssl spa bind 11 2 -rg 2.

Binds a LUN of type RAID 1 (mirrored pair) with LUN ID 2 on
RAID Group 2. The LUN occupies all space on RAID Group 2,
and caching is enabled by default.

navicli -h ssl spa bind hs -rg 3.

Binds a hot spare on RAID Group 2. The hot space has not LUN
ID (it is not really a LUN) and occupies all space on RAID Group
2.

3. Get SP memory information to prepare to set up the storage
system cache.

navicli -h ssl_spa getsp -mem .
Memory Size For The SP: 930

Each SP has the same amount of memory, so you need not issue
this command for SP B.

4. Set up storage system caching with 70% memory for write
caching and 30% for read caching.

navicli -h ssl_spa setcache -wcza 650 -wc 1 -p 8
-rcza 280 -rczb 280 -rc1 .

This command sets the write cache for SP A (applies to both SPs)
to 650 Mbytes, enables write caching, sets a write cache page size
of 8 Kbytes, sets a read cache size for each SP of 280 Mbytes, and
enables read caching.

For easy identification in the future, name the storage system.
navicli -h ssl_spa arrayname usersll .

Change the arrayname from xxx to usersll? (y/n)y
|

This command changees the name of the storage system to
users1l.

At this point, you can create file systems on the LUNs from the
operating system and store data on them. You can then learn the LUN
device names using the getagent command and check status
periodically using the getsp, getdisk, and/or getlun commands.

Storage Setup and Management Overview

Basic Commands
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navicli

Description

User Access

Format

Sends status or configuration requests to the storage system via
command line

The navicli command sends storage system management and
configuration requests to an API (application programming interface)
on a local or remote server.

Anyone that can log in to the host running the Navisphere CLL

The navicli command is used as follows:

navicli -help

or

navicli [-d device] [-h hostname] [ -help] [-m] {-np} [-p] [-t timeout]
-[vlq] CMD [optional-command-switches]

where the navicli switches are
-help
Displays the help screen and does not start the navicli process.

-d device (required only for storage systems other than CX-Series or
FC4700-Series)

Specifies the communication channel to the storage system, for
pre-FC4700 SPs only. (An CX-Series or FC4700-Series SP is a host
that you specify with the -h switch. The CLI ignores the -d switch
for CX-Series or FC4700-Series.)

If you do not specify the -d switch, the environment variable
RaidAgentDevice is the default value for the device. For any
storage system that requires a communications channel, if
RaidAgentDevice is not set and you omit the -d switch, the CLI
will return an error message.

The -d switch overrides the RaidAgentDevice environment
variable. You can get a list of RAID devices present using the
getagent command with navicli. The device name is listed as the
“Node” in the output from getagent.

The device name format of the listed devices varies as explained later in
this section.
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-h hostname

Specifies the hostname of the storage-system SP or server. For a
CX-Series or FC-Series storage system, each SP is a host, therefore
the hostname is the IP address or network name of the
destination SP. For pre-FC4700 storage systems, the hostname is
the server hostname or network address. The environment
variable RaidAgentHost is the default for the server if the -h
switch is not present. The -h switch overrides the Raid AgentHost
setting. If Raid AgentHost is not set and the -h switch is not
present, the local host name is used.

-m

Suppresses output except for values. This option is most useful
when used as part of a script.

-np

Suppresses polling on initial contact with the Agent. This switch
significantly increases performance when dealing with large or
multiple storage systems. The Agent automatically polls unless
this switch is specified.

When the -np switch is set, get commands may return stale data and set
commands may erase previously changed settings. Use caution when the
-np switch is set.

P
Parses the entered CMD without making a network call to the
APL If the string does not parse correctly, an error message prints

to stderr; otherwise a message verifying that the string parsed
correctly prints to stdout.

q
Suppresses error messages. This switch is useful when included
as part of a script.

-t timeout

Sets the timeout value. timeout specifies the value in seconds. The
default timeout value is 240 seconds unless the
RaidAgentTimeout environment variable (described on the
following page) is set differently.The timeout value includes the
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CMD Switches

Spaces in Arguments

time allowed for the entire command to execute (including CLI,
Agent, and storage-system software execution time). The timeout
applies to all commands except firmware.

-V
Enables verbose error descriptions. This is the default unless -q is
specified.

CMD

One of a set of commands used with the navicli command to
configure and manage a storage system.

The CMD switches are described on the pages that follow.

Normally, each argument to a CLI command is composed of
numbers, letters, and other valid printable characters for the
operating system on which the CLI is running. For example

navicli -h serverl convertEMlog -pathname G:\logs\c4.log -20

If a filename or other argument (such as a Storage Group name)
includes a space, you must enclose the entire string that includes the
name in quotation marks (""xx xx"). For example, if the filename in the
above were ¢ 4.1og, the valid command line would be

navicli -h serverl convertEMlog -pathname "G:\logs\c 4.log" -20

RaidAgent Environment Variables

The environment variables RaidAgentHost, RaidAgentDevice, and
RaidAgentTimeout contain default values for the server, the device,
and the timeout values respectively if you omit the -h, -d, and -t
switches from the navicli command. See the -h, -d, and -t switch
descriptions on pages 2-12 and 2-13. If you omit both
RaidAgentDevice and the -d switch, the CLI will show an error on
any command that needs device information. If you do not set
RaidAgentTimeout is and omit the -t switch, the default timeout
value is 25 seconds.
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Examples  The following examples show sample environment variable settings.

The commands in the following examples must be executed from the root
directory.

set RaidAgentDevice \\.\A-9162244 J (Windows device name)
set RaidAgentHost serverl .1 (or for CX/FC4700, ss1_spa .l)
set RaidAgentTimeout 45 .

Error Codes  The navicli command might return any of a numeric sequence of
errors explained in Appendix A.

Operating System Device Names and the CLI Communications Channel

When you issue management CLI commands to a storage system
other than CX-Series or FC4700 series, you must include the -d switch
(or rely on an environment variable) to specify the device by which
the Agent will communicate with the storage system.

The device name format you use to specify the device varies with the
operating system, as shown following.

For any operating system, for any storage system whose CLI
commands require a communication channel, you can discover the
device name of the communication channel using the getagent
function, as follows:

navicli getagent -node -desc .

AIX Device Name Format

For Powerpath devices:

PwrP: hdiskn

where:
n is the number AIX assigns to the hdisk (LUN).

For ATF (Application Transparent Failover) or other non-Powerpath

devices:
spn
where:

n  is the number that AIX® assigns to the pseudo-device, which
represents the pair of SPs in the storage system. To find out
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which number AIX assigns to pseudo-devices, use the command
Isdev -Ccarray.

You can discover the communications channel device name using the
navicli getagent command as shown earlier and on page 2-66. This
applies to systems other than CX-Series and FC4700-Series only.

HP-UX® Device Name Format
For PowerPath devices:

PwrP: cDtSdL

For other devices:

cDtSdL

where for Fibre Channel disks:

D is the number of the fibre bus on the fibre adapter to which the
storage system is connected.

S isthe FC-AL address ID (decimal) of the storage system’s SP that
is connected to fibre bus cD.

L  istheID of a LUN owned by the SP identified by tS.

and for SCSI disks:

D  is the number of the SCSI bus on the SCSI-2 adapter to which the
storage system is connected. This number can range from 0
through 7.

S is the SCSIID of the storage system’s SP that connected to SCSI
bus cD. If the adapter identified by ¢D provides a narrow SCSI
bus, this SCSI ID can range from 0 through 7; and if the adapter
provides a wide SCSI bus, this SCSI ID can range from 0 through
15.

L  istheID of a LUN owned by the SP identified by tS.

You can discover the communications channel device name using the
navicli getagent command as shown earlier and on page 2-66. This
applies to systems other than CX-Series and FC4700-Series only.
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IRIX Device Name Format

For a directly attached device (no switches):

scCdTIL

where

C  is the SP controller number IRIX® assigns (use hinv -v to
identify).

T  isthe SCSI target ID of the SP, as determined by the AL-PA.

L isthe LUN number.

For example, sc1d213

For a SAN (switched) device:
W_lunL_cCpP

where

W is part of the WWN Node Name of the storage system (use the
CLI command getarray to identify).

L is the LUN number
C  is the SP controller number IRIX assigns (use hinv -v to identify).
P is part of the WWN port name.

For example, 50:06:01:60:77:02:C7:A7_lun26_c1_p50:21:01_59:77:030

You can discover the communications channel device name using the
navicli getagent command as shown earlier and on page 2-66. This
applies to systems other than CX-Series and FC4700-Series only.

Linux® Device Name Format

For PowerPath devices:
PwrP: sgX

For other devices:

sgX

where

X s the letter or number that specifies the sg device .
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You can discover the communications channel device name using the

navicli getagent command as shown earlier and on page 2-66. This

applies to systems other than CX-Series and FC4700-Series only.
Novell NetWare Device Name Format

For Powerpath devices:

PwrP: Vin-Ad-Di:l

For ATF (Application Transparent Failover) devices:

V6F1-Ad-Di:l

For other devices:

Vm-Ad-Di:l

where

m is the manufacturer ID.

d is the load instance of the driver.
i is the target ID.

l is the LUN number.

Hyphens and colons are required. A sample NetWare® device name
is V596-A2-D0:2.

You can discover the communications channel device name using the
navicli getagent command as shown earlier and on page 2-66. This
applies to systems other than CX-Series and FC4700-Series only.

Solaris Device Name Format

For PowerPath devices:

PwrP:cDtSdLsP

For ATF (Application Transparent Failover) devices:

csp X
For non Powerpath and non-ATF devices:

cDtSdLsP

where for Fibre Channel disks:

D  is the controller number the Solaris operating system assigns.

S is the FC-AL or target address ID (decimal) of the storage
system’s SP that is connected to fibre bus cD.
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L  istheID of a LUN owned by the SP identified by tS.

P is the partition (slice) number.

X  is the SP number assigned using the clsp software.

A sample Solaris device name is PwrP:c1t0d0.

and where for SCSI disks:

D s the controller number the Solaris operating system assigns.

S is the SCSIID of the storage system’s SP that is connected to ¢D.

L  istheID of a LUN owned by the SP identified by tS. This ID can
range from 0 through 7.

P is the partition (slice) number.

You can discover the communications channel device name using the
navicli getagent command as shown earlier and on page 2-66. This
applies to systems other than CX-Series and FC4700-Series only.

Windows® Device Name Format

For PowerPath devices:

PwrP: SCSI2:0:1:0

For ATF (Application Transparent Failover) devices:
\\.\atf_sp0a

In a non-clustered environment without failover software:
SCSI2:0:1:0

In a clustered environment:

A-9162244

You can discover the communications channel device name using the
navicli getagent command as shown earlier and on page 2-66. This
applies to systems other than CX-Series and FC4700-Series only.
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alpa -get (CX-Series/FC4700-Series only)

alpa Command
Background

Description

User Access

Format

Conventions and
Recommendations

Example

Output

Displays the SCSI ID associated with an SP Port

The CLI alpa commands (Arbitrated Loop Physical Address) get and
set the port ID SCSI IDs on an SP. These IDs are required for I/0 to
the SP. The port IDs are 0, 1, 2, or 3 for CX-Series, 0 or 1 for
FC4700-Series.

We suggest you use a unique SCSI ID for each SP port in your
installation. For example, on the first storage system, for ports 0 and
1, you can specify SCSI IDs 0 and 1, respectively. On the second
storage system, for the ports you can specify IDs 2 and 3 respectively,
and so on.

The navicli alpa command -get function lists ALPA information for
an CX-Series or FC4700-Series SP. The information includes the port
ID, the SP ID (A or B), and the SCSI ID associated with the port. Issue
the command to the SP for which this information is needed. In an
CX-Series or FC4700-Series system, each SP is a host, addressable by
its hostname (-h switch).

You must have a user entry in the Navisphere Agent configuration
file.

alpa -get is used with the navicli (described on page 2-12) as follows:

alpa -get

If you really need to change an SP Port ID, you can do so with the
alpa -set function.

navicli -h payroll_storage_spa alpa -get
Storage Processor:SP A

Port ID: 0

ALPA Value: 0

For SP A in an CX-Series or FC4700-Series storage system (SP
hostname payroll_storage_spa), this command lists the SCSI ID
associated with Port 0.

See above. If the version of Base Software running on the SP does not
support this command, a Not supported error message is printed
to stderr. Other errors:

VALID_VALUES_0_3
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alpa -set (CX-Series/FC4700-Series only)

Description

A

User Access

Format

Updates the SCSI ID associated with an SP Port

The navicli alpa command with the -set switch updates the SCSI ID
value for the given port on an CX-Series or FC4700-Series SP.

CAUTION

The SP Port ID SCSI IDs are initially set by EMC service personnel
to work at your site. Do not change any value unless you are
installing a new SP and need to change its SCSI IDs from the SP
ship values of 0 and 1.

If you change any value, after you confirm, the SP will restart and
use the new values.

The software will not let you select a SCSI ID out of range (0-255) or a
duplicate ID on a storage system. - If you omit the -o (override)
switch, then the CLI prompts for confirmation:

Changing the ALPA value of port port-id from o0l1d-SCSI-ID
to new-SCSI-ID (y/n)

To confirm, answer y; to take no action, answer n.

You must have a user entry in the Navisphere Agent configuration
file.

alpa -set is used with the navicli (described on page 2-12) as follows:
alpa -set -spal-spb -portid portid SCSI-ID [-o]
where
-sp al-spb
Specifies the SP: A or B.
-portid portid SCSI-ID

Specifies the new SCSI ID to associate with the port. Port IDs
range from 0 through 3 (CX-Series) or 0-1 (FC4700-Series). Valid
port SCSI IDs range from 0 through 255.

-0

Overrides; does not prompt for confirmation.

alpa -set (CX-Series/FC4700-Series only)
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Conventions and
Recommendations

Example

Output

See the cautions above.

navicli -h ss1_SPA alpa -set -spa -portid1 14
This operation will cause a storage system reboot!
Dou you wish to continue(y/n)? yd

For SP A, this command changes the SCSI ID associated with Port 1
to1.

See above. If the version of Base Software running on the SP does not
support this command, a Not supported error message is printed
to stderr. Other errors:

VALID_VALUES_0_255
VALID_VALUES_0_3
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arraycommpath

Sets a communication path to a storage system that has no LUNs
bound, or removes such a path (non-Access Logix only)

Description  The navicli arraycommpath command creates or removes a
communication path between the server and storage system.
Generally this command is needed when you want to configure a
storage system that has no LUNs bound. The setting should be 0 for
ATE.

This command works for unshared storage systems (direct
connection to host, without a switch) only. For a shared storage
system (uses Access Logix, and connects via switch), use the
command storagegroup sethost -arraycompath.

Changing the arraycommpath setting may force the storage system to
reboot. The CLI will issue a confirmation request that indicates
whether a storage-system reboot is required. However, the CLI will
not issue a confirmation request first if you include the -o switch.

A CAUTION

Do not issue this command unless you know the appropriate value
for the type of failover software running on the attached servers.
The command is designed for transition from one type of failover
software to another. Changing the arraycommpath mode to the
wrong value will make the storage system inaccessible.

To discover the current setting of arraycommpath, use the command
without an argument.

User Access  You must have a user entry in the Navisphere Agent configuration
file.

Format  arraycommpath is used with navicli (described on page 2-12) as
follows:

arraycommpath [0 | 1] [-o]
where
0

Disables a communication path. Use this mode with ATE.
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Conventions and
Recommendations

Example

Output

Enables a communication path. Do not use this mode with ATFE.

Executes the command without prompting for confirmation.

None.

navicli -h serverl arraycommpath 1 .
WARNING: Previous setting will be discarded!

In order for this command to execute, write cache
must be disabled and memory size set to zero:
navicli -d devicename -h hostname setcache -wc 0.
This operation will cause a storage system reboot!
DO YOU WISH TO CONTINUE? (y/n) y<J

For host serverl, this command sets a communication path between
server and storage system. In this example, the confirmation message
shows that the change, if confirmed, will cause a storage system
reboot.

If the version of Core or Base Software running on the SP does not
support this command, a Not supported error message is printed
to stderr. Other errors:

Valid values are 0 or 1
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arrayname

Description

User Access

Format

Conventions and
Recommendations

Examples

Output

Renames a storage system

The navicli arrayname command changes the name of a storage
system. If you omit a storage-system name, the command returns the
current storage-system name (in the format host-device or array
name).

The CLI prompts for confirmation as follows.

You must have a user entry in the Navisphere Agent configuration
file. For a storage system other than CX-Series or FC4700-Series, if
configuration access control is enabled, you must issue the command
from a trusted server (see accesscontrol (FC4500 and FC5300) on

page 3-3).

arrayname is used with navicli (described on page 2-12) as follows:
arrayname NewArrayName

where

NewArrayName Specifies the new name for the storage system.

None

navicli -d ¢1t0d0s1 -h serverl arrayname usersll .

Change the arrayname from ssl to usersll? (y/n) y <J

This command changes the name of the storage system whose device
name is c1t0d0s1 to users1l.

If the version of Core or Base Software running on the SP does not
support this command, a Not Supported error message is printed
to stderr.

arrayname
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baseuuid

Description

User Access

Format

Conventions and
Recommendations

Examples

Output

Gets or sets the storage-system unique unit identifier (UUID) base
for use by a server running Tru64.

The navicli baseuuid command gets or sets the base of the unique
unit ID as required for servers in a Tru64 cluster. The Tru64 operating
system uses the UUID (which it creates by combining the base and an
offset which is the storage-system LUN ID) to manage the LUNs in a
cluster. You can also use the UUID to manage the LUN.

To discover the UUID base, use the command without an argument.

You must have a user entry in the Navisphere Agent configuration
file. For a storage system other than CX-Series or FC4700-Series, if
configuration access control is enabled, you must issue the command
from a trusted server (see accesscontrol (FC4500 and FC5300) on

page 3-3).

baseuuid is used with navicli (described on page 2-12) as follows:
baseuuid [uuid-base-value]

where

uuid-base-value Specifies the UUID base. The UUID base must be in
the range from 0 to 32767. new name for the storage system.

None

navicli -h ssl_spa baseuuid .

Base UUID of the array: 12345

navicli -h ssl_spa baseuuid 34 .

Base UUID of the array is set to 34.

These commands get, then set the UUID base of the storage system
containing the SP ss1_spa.

If the version of Core or Base Software running on the SP does not
support this command, a Not Supported error message is printed
to stderr.
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bind (RAID Group)

Creates a LUN within an existing RAID Group

Description  The bind command, when executed on RAID Group storage systems,
binds a LUN within an existing RAID Group. You can create a RAID
group with the createrg command (page 2-57).

For a CX-Series or FC4700-Series storage system, each SP is a host (-h
switch) to which you address the bind command. Ensure that you
address the bind command to the SP that you want to own the LUN.

User Access  You must have a user entry in the Navisphere Agent configuration
file. For a storage system other than a CX-Series or FC4700-Series, if
configuration access control is enabled, you must issue the command
from a trusted server (see accesscontrol (FC4500 and FC5300) on
page 3-3).

Format  bind is used with navicli (described on page 2-12) as follows:

bind raid-type [lun] -rg rglD

[-aa auto_assignment] [-cap capacity] [-elsz stripe-element-size]
[-n min_latency_reads] [-offset stripe-number] [-pl placement]
[-r rebuild-priority] [-rc read-cache] [-sp alb] [-sq size-qualifier]
[-v wverify-priority] [-wc write-cache]

where
raid-type
Specifies the RAID type for the LUN.
r0 = RAID 0
r1 =RAID 1
r3 =RAID 3
r5 = RAID 5

r1 0=RAID1/0
id = individual disk
hs = hot spare

lun

Specifies a decimal number to assign to the LUN (valid range is
shown on page 2-5). If not specified, the lowest available number
(the default value) is assigned to the LUN.
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-rg rglD

The RAID Group identification number. The RAID group must
already exist. You can create a RAID group with the createrg
command (page 2-57).

rgID specifies a number between 0 and the maximum number of
RAID Groups supported by the RAID Group storage system.

The optional switches are
-aa auto_assignment

Enables or disables auto-assignment functionality for the LUN.
auto_assignment specifies functionality as follows:

0 = Disables auto-assignment

1 = Enables auto-assignment (the default)

-cap capacity

Sets the capacity of usable space in the LUN. (The default is full
space available.)

-elsz stripe-element-size

Sets the stripe element size, which is the number of 512-byte disk
blocks per physical disk within a LUN. The stripe size itself
equals the stripe element size multiplied by the number of disks
in the LUN. The stripe element size value can be any number
greater than zero. The stripe element size can affect the
performance of a RAID 5 or RAID 1/0 LUN. A RAID 3 LUN has a
fixed stripe element size of one sector. stripe-element-size does not
apply to a RAID 1 LUN, individual unit, or hot spare.

The smaller the stripe element size, the more efficient the
distribution of data read or written. However, if the stripe
element size is too small for a single I/O operation, the operation
requires access to another stripe element, which causes the
hardware to read and/or write from two disk modules instead of
one. Generally, we recommend the smallest stripe element size be
the smallest even multiple of 16 sectors that rarely forces access to
another stripe element. The default stripe element size is 128
sectors.

To bind a RAID 3 LUN on storage system other than a
CX-Series/FC4700-Series, use the -elsz 1 switch to specify the
element size. An element size of 1 is the only valid size for a
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RAID 3 LUN with a non-FC4700 storage systems. Note that this
element size is not valid for CX-Series/FC4700-Series storage
systems.

-n min_latency_reads (FC 5400/5500 storage systems only)

Enables or disables minimal latency reads for RAID 3 only.
min_latency_reads specifies functionality as follows:

0 = Disables minimal latency reads (default)

1 = Enables minimal latency reads

-offset stripe-number

Sets the LUN's starting Logical Block Address (LBA) to begin at
stripe-number on the RAID Group. Depending on where the
operating system writes its internal tables on the LUN, this may
improve performance. The default is the lowest available disk
address. Use a decimal, not hexadecimal, number. Hexadecimal
numbers are not allowed. You can use the getlun -offset switch to
learn the offset of an existing LUN.

-pl placement

Places a LUN in a RAID Group. placement specifies which
algorithm to use as follows:

bf = best fit algorithm (the default)

ff = first fit algorithm

-1 rebuild-priority

Sets the rebuild priority: the priority at which to reconstruct data
on either a hot spare or a new disk module that replaces a failed
disk module in a LUN. This priority determines the resources that
the SP devotes to rebuilding instead of to normal I/O activity. It
applies to all RAID LUNs except RAID 0. Valid values are ASAP,
High, Medium, and Low. The d